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Abstract

A Monte Carlo simulation study is performed on the ionic liquid 1-n-butyl-3-methylimidazolium
hexafluorophosphate. A modified united atom forcefield is developed for the ionic liquid. Volumetric
properties such as density, isothermal compressibility and volume expansivity are computed at
temperatures ranging from 298 K to 343 K. Henry’s constants and infinite dilution enthalpies and

entropies of absorption are computed for CO2 in the ionic liquid.

In addition, local structural

information is obtained from radial distribution function analysis. Comparison is made between
calculated properties and available experimental data. The performance of the new forcefield is
assessed by comparison with two other forcefields developed for this compound.

Introduction and Motivation

Tonic liquids are salts that remain liquid down to tem-
peratures near or below ambient. These compounds have
become the subject of intense study in recent years [1] as
researchers have sought to understand and exploit their
unusual properties. Tonic liquids have excellent solvation
properties and are completely non-volatile, thus making
them potentially useful as environmentally benign sol-
vents. In fact, the first commercial process to utilize
ionic liquids was recently announced [2] and several other
companies have started active research programs in this
area.

The most widely studied class of ionic liquids to date is
based on a dialkylimidazolium cation with an inorganic
anion such as hexafluorophosphate or tetrafluoroborate.
It is possible to make ionic liquids with a wide range of
other cation classes, however, such as alkylpyridinium,
dialkylpyrrolidinium and quaternary ammonium. A host
of other anions can also be used, such as nitrate, acetate,
trifluoroacetate and bis(trifluoromethylsulfonyl) imide,
to name just a few. As has been pointed out [3], the
number and diversity of these species and their mixtures
means that it is possible to envision something on the
order of 109 different ionic liquids. Determining which of
these liquids has the right properties for a given appli-
cation is a daunting task. For this reason, recent efforts
have been directed at using molecular modeling to relate
chemical structure and constitution to important ther-
mophysical properties.

The earliest theoretical calculations performed on com-
pounds that fit the contemporary definition of an ionic
liquid involved the use of semi-empirical molecular or-
bital calculations to determine optimized geometries and
cation reduction potentials [4], [5]. Higher level quan-
tum calculations have subsequently been used to examine
structures of gas phase ion pairs [6]. Classical simulations
have also been used to compute condensed phase prop-
erties. Hanke et al. [7] developed explicit hydrogen (all

atom) and united atom forcefields for the dimethylimida-
zolium cation paired with chloride and hexafluorophos-
phate anions. They computed structural, volumetric and
dynamic properties of the pure liquids for temperatures
ranging from 400-500 K. This group also investigated
the solvation of small molecules in dimethylimidazolium
chloride at 400 K using molecular dynamics and ther-
modynamic integration [8], [9]. Although direct com-
parison with experiment was not possible due to a lack
of data, these authors point out that their values are
consistent with experimental results [10] for water solu-
bility in 1-n-butyl-3-methylimidazolium hexafluorophos-
phate [bmim|[PFg]. Owing to the fact that the most com-
monly studied ionic liquid to date from an experimental
standpoint is [bmim|[PFg], Shah et al. [11] developed a
united atom (no explicit hydrogens or fluorines) forcefield
for this compound. They computed various volumet-
ric properties using Monte Carlo, and found reasonably
good agreement with experiment. More detailed force-
fields containing explicit hydrogens and fluorines were
subsequently developed for the same compound indepen-
dently by Margulis et al. [12] and Morrow and Maginn
[13]. Margulis and co-workers simulated the pure liquid
at 303 K and 0.98 bar, computing the density, radial dis-
tribution function, local dynamics and the self-diffusivity.
The calculated density was within about 5 % of the ex-
perimental value. Morrow and Maginn performed simu-
lations at 0.98 bar and at temperatures ranging from 298-
343 K. Densities were within 1 % of the experimental val-
ues, while derivative quantities such as volume expansiv-
ities and isothermal compressibilities deviated anywhere
from 10-40 % from experiment. Self-diffusivites and local
dynamics were similar to those computed using the force-
field from reference [12]. A forcefield for the [bmim] and
1-ethyl-3-methylimidazolium (emim) cations paired with
tetrachloraluminate and tetrafluoroborate anions was de-
veloped and tested by de Andrade et al. [14], [15]. Pure
component densities were found to deviate from experi-
ment by less than 1 %. Local structure, in the form of a



radial distribution function, was found to agree very well
with experimental neutron diffraction data [15].

These results demonstrate that classical molecular
mechanics-based methods can be used to accurately com-
pute some properties of ionic liquids. However, much
work remains to be done, and a great number of questions
remain unanswered. First, all but two [8], [9] of the pre-
vious condensed phase studies focused only on pure lig-
uid properties. Understanding the properties of mixtures
containing ionic liquids is essential for the development
and utilization of these compounds, and molecular sim-
ulations are an ideal tool for obtaining this understand-
ing. Second, due in large part to a lack of experimental
data, direct comparison with experiment has been limited
mainly to densities. However, it is well known that liquid
density is not a particularly sensitive measure of the accu-
racy or suitability of a forcefield. This is one reason why
forcefields with quite different parameters can yield simi-
lar liquid densities. Derivative quantities such as the vol-
ume expansivity and isothermal compressibility, as well
as vapor-liquid equilibria data, are much more stringent
tests of a forcefield than density [16]. Third, most cal-
culations have been done at a single temperature and
pressure, or over a narrow range of temperature. Most of
the applications envisioned for ionic liquids will occur at
a range of temperatures and pressures, and so forcefields
need to be tested at a variety of statepoints. Finally, the
all atom forcefields were found to yield somewhat more
accurate densities than the simpler united atom forcefield
for [bmim|[PFg] [11]-[15]. However, the computational
cost of an all atom forcefield is considerably higher than
that for a united atom forcefield. It would be desirable
to determine how detailed a forcefield must be to obtain
a given level of accuracy, and to understand how the dif-
ferent elements of a forcefield affect the accuracy of the
results.

The present study is a first step in addressing the above
issues. An extension is made to our previous united atom
model [11] for [bmim|[PF¢]. The accuracy of the force-
field in predicting density, isothermal compressibility and
volume expansivity at three temperatures is tested by
direct comparison with experimental data [17] as well
as simulation results obtained with other forcefields. In
addition, Henry’s constants as well as enthalpies and en-
tropies of absorption for CO5 at infinite dilution are com-
puted and compared against experimental data [18].

Simulation Details
Forcefield

A standard fuctional form [19] was used to describe the
total energy of the system Vi
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TABLE I: Cartesian coordinates of the optimized geometry of
the united atom representation of [bmim|[PF¢] in Angstrom.

Atom X Y 7 Atom X Y 7
N; -2.0478 0.682 0.272 Cy -1.322 -0.100 -0.530
N3 -2.041 -1.177 -0.852 (4 -3.274 -1.083 -0.232

Cs -3.279 0.082 0.469 (Cs -1.542 -2.310 -1.640
Cr; -1.574 1940 0.888 (s -1.993 3.187 0.103
Cyo -1.340 3.348 -1.278 (1o 0.173 3.582 -1.238
P 1995 -1.001 0.512 Fy 1.428 -1.098 -1.066
> 0.502 -1.550 1.005 F3 2527 -2.527 0.414
Fy 2462 -0.861 2.055 Fs  3.400 -0.413 -0.031
Fs 1.366 0.553 0.557

The sum is carried out over all interaction sites i and
j on different molecules, and between sites on the same
molecule separated by more than three bonds. The en-
ergy arising due to the internal rotations of the four dihe-
dral angles associated with the butyl group on the cation
is included in the valence term V(¢), which is given by
the following Fourier series

V(p) = Vo+%(1+cos(¢))+%(1—cos(2¢))+%(1+cos(3¢))

(2)
where ¢ is the torsion angle and V1, Vs, V3 are the Fourier
coefficients. The parameters for egs. 1 and 2 were deter-
mined in the following manner.

First, ab initio calculations were carried out on an iso-
lated cation-anion pair in the gas phase using Gaussian
98© [20] at the B3LYP/6-311+G* level. The resulting
minimum energy structure for the cation and anion was
used to set bond lengths, bond angles and the imida-
zolium ring geometry. These intramolecular coordinates,
shown in Table I, were held fixed in all the simulations.
Partial charges on each atom were determined by fitting
to the electrostatic potential at points selected accord-
ing to the CHELPG method [21]. This resulted in a net
charge of 0.904 and -0.904 on the cation and anion re-
spectively. The united atom representation of the cation
utilized in our previous study [11] was adopted. That is,
all hydrogen atoms were subsumed into the carbon atom
centers to which they were bonded. The [PFg]~ was de-
scribed using a seven-site model with the phosphorus and
fluorine interaction sites located at the respective atomic
centers as shown in Fig. 1. The Lennard-Jones parame-
ters for [PFg]~ were obtained from reference [22] while for
the cation they were taken from [11]. Cross interactions
involving unlike atom types were set by using a stan-
dard Lorentz-Bethelot combining rule [19]. The Lennard-
Jones interaction parameters and partial charges of all
the atoms are given in Table II. A listing of all the
dihedral angles considered for internal rotation and the
Fourier coefficient associated with each rotation are pro-
vided in Table III. We will refer to this revised united
atom forcefield as UA2, while the original united atom
forcefield of reference [11] will be referred to as UA1 and
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FIG. 1: Atom numbering scheme used in the current work

TABLE II: Forcefield parameters used in this work.

Atom oy /A e/kJmolfl qi/e

N1 3.250 0.710 0.111
N3 3.250 0.710 0.133
Cs  3.880 0.443 0.233
Cy  3.880 0.443 0.040
Cs  3.880 0.443 -0.010
Cs  3.775 0.865 0.183
C7;  3.905 0.493 0.195
Cs  3.905 0.493 -0.066
Co  3.905 0.493 0.128
Cio  3.905 0.732 -0.043
P 3.740 0.836 1.460
F 3118 0.255 -0.394

the all atom forcefield of reference [13] will be referred to
as AA. One of the objectives of this study is to determine
the predictive capability of UA2 relative to the two other
forcefields. Note that in none of the cases have forcefield
parameters been adjusted to match experimental data.

NPT simulations

Monte Carlo simulations were performed in the
isothermal-isobaric (NPT) ensemble using Metropolis ac-

TABLE III: Torsional parameters for the rotatable dihedral
angles.

Dihedral Angle Vo W 1% Vs
kJ mol™!

0.00 5.80 -1.13 13.17°

0.00 11.41 0.96 2.05°

0.00 -5.85 -1.80 0.00°

0.00 -5.85 -1.80 0.00°

C7 —Cs —Cy — Cho
N1 —C7 —Cs — Cy
Co— N1 —C7—Cs

a. OPLS-UA parameters for n-alkane
b. OPLS-AA parameters for n-ethylformamide
c. OPLS-AA parameters for ammonium ion

ceptance rules. The system consisted of a total of 250
cations and 250 anions in a cubic simulation box with
standard periodic boundary conditions. Electrostatic in-
teractions were computed using the Ewald summation
method [19] with the permittivity of the surrounding
medium set to unity. A spherical cutoff equal to half
the box length was used for Lennard-Jones interactions.
Standard long range corrections were applied beyond the
cutoff distance. A hard sphere cutoff was employed to
immediately reject any move bringing two atoms closer
than 1 A.

Initial configurations were generated by randomly in-
serting 25 cation and anion pairs into the simulation box,
after which the system was relaxed by performing stan-
dard displacement and rotational moves for a few cycles.
A cycle refers to the set of moves in which each molecule
in the simulation box is moved at least once. The pro-
cedure was repeated until all the ions were added to the
system. Two sets of initial configurations were obtained
in this manner, one at the experimental density and the
other at a lower density. These configurations were subse-
quently equilibrated in a two step procedure. For the first
2000 cycles, the simulation was carried out in the canon-
ical ensemble using three types of moves: translation of
an ion center-of-mass (COM); rotation about a randomly
chosen axis through the COM; and rearrangement of one
of the torsion angles in the butyl chain. The boldness
of these moves was adjusted to yield roughly 50% accep-
tance, and was then unchanged for the remainder of the
simulation. In the second phase of equilibration, 50000 to
60000 cycles were run in the isothermal-isobaric ensem-
ble. In addition to the three moves described above, one
volume perturbation was performed each cycle. Upon
observation of steady state density and energy, the sys-
tem was assumed to be equilibrated. Ensemble averages
were then accumulated during the production phase over
10000 to 15000 cycles. Four independent simulations at a
given statepoint were conducted. Reported values were
obtained by averaging the results of these four simula-
tions. Error bars were estimated from the standard de-
viation.

Results and Discussion

The density, volume expansivity, isothermal compress-
ibility, local fluid structure and Henry’s constant for CO4
were computed at three temperatures, 298 K, 323 K and
343 K. Results were compared both with experimental
data [17] and simulation results obtained using the UA1
and AA forcefields.

Liquid Density

The density of the pure IL was obtained as an ensemble
average during the production phase of the NPT simu-
lation. In Fig. 2, predictions of density as a function of
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FIG. 2: Comparision of the density as a function of temper-
ature predicted by the different forcefields with experimental
results of Gu and Brennecke [17].

temperature obtained using the different forcefields are
compared against experimental data. The lines are lin-
ear fits to the data. Numerical results are provided in
Table IV. At each temperature, UA2 predicts densities
that are lower than the experimental values by approx-
imately 3 — 5%. This level of agreement is similar to
that observed with UA1 and the all atom forcefield of
reference [12], and indicates reasonable accuracy, consid-
ering that no adjustments were made to the parameters
to reproduce the experimental densities. It is interesting
to note that while the magnitude of the discrepancy for
UA1 and UA2 is roughly the same, UA1 over predicts the
density, while UA2 under predicts the density. There are
two major differences between UA1 and UA2 that are re-
sponsible for this difference. First, the net charge of the
ions is different in the two models. In UA1, the ions are
assumed to have a net charge of + 1, while in UA2 the net
charge is lowered to 4= 0.904. This reduction in net charge
arises from the fact that in the gas phase quantum cal-
culations used to determine the partial charges for UA2,
some charge transfer is observed to take place between
the two ions, thereby lowering the net charge of each ion.
The reduction in net charge can be expected to result
in a weakening of the electrostatic attraction between
the cation and anion, and thus a reduction in the liquid
density. Second, the [PFg]~ is represented in atomistic
detail in UA2, but is treated as a sphere with -1 charge in
UA1. Apparently, the spherical anion of UA1 can pack
more efficiently than can the “atomically rough” anion of
UA2, thereby increasing the density. In both cases, one
expects the distance between cations and anions to be
greater for UA2 than for UA1, which is indeed observed
in radial distribution functions (see below). Finally, we
note that the AA model is best able to reproduce exper-
imental densities, showing less than 1 % deviation from

TABLE IV: Comparison of density predictions by different
forcefields with experimental results from 298 K to 343 K
at atmospheric pressure. Experimental data from [17], UA1
results are from [11] and AA results are from [13]. The num-
bers in parenthesis indicate the uncertainty in the last decimal
place.

Temperature UAl UA2 AA Exp.
/K gm/cm®
298 1.414(3) 1.298(3) 1.3667 1.3603(8)
323 1.406(2) 1.286(3) 1.3458 1.340(8)
343 1.391(2) 1.273(3) 1.339 1.324(8)

experimental densities. This level of accuracy could be
fortuitous, or it may indicate that the added realism of
the hydrogen atoms on the imidazolium ring and alkyl
groups is necessary to capture subtle packing effects for
this liquid.

Volume Expansivity

The change in density of a substance with temperature
is generally quantified by the volume expansivity, defined

as
1
(%) "
p\OT ) p

where p is the liquid density. The volume expansivity
can be estimated from eqn. 3 by conducting a series of
simulations at constant pressure but at different temper-
atures. Since the density typically varies linearly with
temperature over small temperature ranges, «;, can be
determined from a linear fit of density versus tempera-
ture data, as shown in Fig. 2. Results computed using
the different forcefields are compared against one another
and experiment in Table V. The computed ap is rela-
tively constant over the temperature range, a trend also
observed experimentally. It can be concluded from Ta-
ble V that the UA2 forcefield is somewhat better than
the UA1 forcefield in predicting volume expansivity. This
improvement may be due to the decreased electrostatic
interaction between the ions in UA2 relative to UA1. The
AA forcefield yields results that are even closer to exper-
imental values than those obtained using UA2.

ap =

Isothermal Compressibility

The change in molar volume of a substance with pres-
sure at a given temperature is described by the isothermal
compressibility, defined as

), o



TABLE V: Comparison of volume expansivity predictions by
differenet forcefields with experimental results from 298 K to
343 K.

Temperature aémp Qi O3 i
/ K x 10* K~!
298 6.11 3.52 4.34 549
323 6.02 3.50 4.30 5.42
343 5.94 3.46 4.25 5.36

1. Experimentally determined [17].
2. United atom forcefield UA1 [11].
3. United atom forcefield UA2.
4. All atom forcefield AA [13].

TABLE VI: Comparsion of experimentally determined
isothermal compressibility with the predictions by different
forcefields for temperatures ranging from 298 K to 343 K

Temperature niw Hﬁim H‘;im Hﬁim
/ K x 10" Pa™!
298 41.95 N/A 49.04 36.83
323 49.35 29.6 31.21 32.86
343 N/A N/A 32.11 39.20

1. Experimentally determined [17].

2. Fluctuation formula eqn. 5, UA1 [11]
3. Fluctuation formula eqn. 5, UA2

4. Fluctuation formula eqn. 5, AA [13]

In an isothermal-isobaric ensemble simulation, fluctu-
ations in the system volume are monitored and kp is
computed as [19]

2 2
o = V21 5
sT(V)

where () denotes an NPT ensemble average. The com-
puted values of k7 for different forcefields are summa-
rized in Table VI. Experimental sk values are also
listed. Overall the UA2 model predicts kp values that
are in reasonable agreement with experiment. It appears
to be somewhat better than the UA1 model, and nearly
equivalent to the AA model for this property. Results
deviate from the experimental values by 16 — 36%, which
is reasonably good, considering the well known difficul-
ties associated with computing derivative quantities such
as kp using fluctuation methods.

Radial Distribution Functions

The relatively good agreement between experimental
temperature-volume properties and those obtained using
the UA2 forcefield provides confidence that the actual
fluid structure should be in good accord with that deter-
mined from simulations. To gain a better understanding
of the organization of ions in the liquid, various radial
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FIG. 3: Center of mass radial distribution functions for the
cation and anion obtained from the three forcefields at 298 K.

distribution functions (RDFs) were computed. In partic-
ular, the center-of-mass (COM) RDFs between cation-
cation, cation-anion and anion-anion were calculated and
differences between those obtained from the other force-
fields were examined. As the RDFs are very similar at
each of the three temperatures examined, we focus only
on the results at 298 K. One of the most interesting RDF's
that provides insight into local fluid structure is that be-
tween cation and anion centers of mass.

Fig 3 shows the COM cation-anion RDF for all the
forcefields at 298K. The RDFs are qualitatively similar
to each other, but differences can be seen, particularly in
the first solvation shell. The peak height and location of
the first solvation shell is nearly identical for UA2 and
AA, but UA1 shows a split peak nearly 1 A closer than
for the other two RDF's. Thus, the UA1 forcefield enables
a closer approach between centers of mass of cations and
anions. As mentioned earlier, this is likely due to the
fact that the anion is spherical in UA1, and that each
ion has a slightly larger net charge when compared to
the other two forcefields. These two effects enable the
ions to approach closer than with the other forcefields.

In addition to the COM radial distribution functions,
additional information on local fluid structure can be ex-
tracted by examining specific site-site RDFs. In particu-
lar, it is instructive to investigate the RDF's for the phos-
phorus atom of the anion and different imidazolium ring
carbon atoms. Figure 4 shows the RDF between the P
atom on the anion and the C2 carbon on the imidazolium
ring.

All three forcefields show a strong localization of the
anion about the C2 position, as demonstrated by the
large, sharp first peak in the RDF at about 4 A. The
first peak is at a slightly greater distance for UA2 than
for the other models, but the differences are quite small.

For the association of the anion with the other ring
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FIG. 4: Radial distribution functions for the anion P atom
and the C2 carbon on the imidazolium ring at 298 K.
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FIG. 5: Radial distribution functions for the anion P atom
and the C4 carbon on the imidazolium ring at 298 K.

carbons (C4 and C5), the differences between the RDFs
obtained from the three forcefields are greater. Figure 5
shows the P-C4 RDF, while figure 6 shows the P-C5
RDF.

The AA forcefield shows a broader, more diffuse first
peak for both carbon atoms, whereas the two united atom
forcefields show sharper peaks. This indicates that the
presence of the hydrogen atom bonded to the C4 and C5
carbons in the A A forcefield screens the association of the
anion with the ring carbon atoms, decreasing the order-
ing of the anion about this side of the ring. On the other
hand, the united atom forcefields allow more localized,
direct organization of the anion about the ring carbon

atoms. Longer range order (beyond 1 nm) is similar for
all forcefields.
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FIG. 6: Radial distribution functions for the anion P atom
and the C5 carbon on the imidazolium ring at 298 K.

Henry’s Constant of COs

The solubility of a dilute solute 2 in a solvent 1 is
generally expressed in terms of Henry’s law, which relates
the fugacity of species 2 in the liquid state to its mole
fraction x5 via the following relation

fo=Ho122 (6)

where Hy ; denotes the Henry’s constant of solute 2 in
the solvent 1. Formally, the Henry’s constant is defined
as
2
Hy; = lim — 7
21 = lim o (7)
In a simulation, the Henry’s constant can be calculated
from the following expression

Hy 1 = kpTprexp(Bus”) (8)

where p; is the liquid density and 8 = 1/kgT. The
excess chemical potential (u5”) of solute (CO2) may be
computed in a variety of ways. In the present work, us*
was computed using the test-particle insertion method
[24]. During the course of the NPT simulations, 900 un-
correlated configurations were saved to disk. For each of
these configurations, 100000 CO2 “test” molecules were
inserted at random positions and orientations, and the
excess chemical potential was determined from the fol-
lowing relation [25]

(Veap(—pU,))

5t = —kpTIln —————* 9
2 B n <V> ( )
where U, is the interaction of the CO2 molecules with
all the ionic liquid molecules. The test particle method
is known to be subject to systematic errors, especially



TABLE VII: Comparison between results of CO2 Henry’s con-
stant from simulations and experiments

Temperature Hl,, Hgim
/ K bar
298.2 53.4+0.3 18.0£2.0
323.2 81.3+0.5 49.3+10.0

343.2 150.0 4 1.0% 60.0 £ 15.0

1. Experiments [18].
2. Estimated from experimental data using eqn. 11.

for systems like the one under study that consists of a
dense liquid phase with strong interactions. More sophis-
ticated sampling procedures could be applied to obtain a
more reliable estimate of the Henry’s constant, and this
is planned for future work. Nevertheless, the test particle
method is expected to give reasonably good estimates of
the Henry’s constant for this system, especially given the
extensive sampling employed.

The values for the Henry’s constant of COs in
[bmim][PF¢] calculated from simulations with the UA2
forcefield are listed in Table VII. Error bars were de-
termined from the fluctuations in the running average of
the Henry’s constant. The simulations predict Henry’s
constants that are consistently lower than experimental
values by a factor of 2 — 2.5, indicating greater solubility
than what is observed experimentally [18]. This level of
agreement between experimental and simulated Henry’s
constant is typical of results obtained with other sys-
tems, including n-butane and n-hexane in water [26] and
cyclohexane in water [27]. Given the fact that previous
experimental studies show that Henry’s constants in this
ionic liquid vary over five orders of magnitude in going
from a highly soluble compounds like water to relatively
insoluble species like argon [10],[18], the level of agree-
ment between experiment and simulation is encouraging.

Enthalpy and Entropy of absorption

By considering the dependence of the Henry’s constant
on temperature, the enthalpy and entropy of absorption
can be calculated as [10]

— ; In H.
Ahy =hy — hi = R <7a — “) (10)
o(r) ),
_ ; 8 lnH2 1
= . = R R
Asy =33 —5s5 =R < ST >P (11)

where hy and 3, are the partial molar enthalpy and en-
tropy of a pure solute in the solution, while hy’ and sz’

are the ideal gas phase values of enthalpy and entropy of

TABLE VIII: Experimental and simulation values for heat of
absorption and entropy of absorption of COz in [bmim][PFs]

Ahg Aso
EJmol *K~! Jmol 'K~!
Simulation —16.51 —72.95
Experiment —16.14+2.2 —-53.24+6.9

the solute at the given state point (T,P). The enthalpy
provides information about the strength of interaction
between the IL and solute, while the entropy provides an
indication the level of ordering that takes place in the
IL/solute mixture [18].

The enthalpy and entropy values for dissolution of COq
are listed in Table VIII along with those experimentally
obtained [18]. The agreement between the simulated and
experimental enthalpy is remarkably good. This implies
that the energetic interactions between CO9 and the ionic
liquid are captured well by the model. The entropy of
absorption is also captured well by the simulations, al-
thouogh the percent deviation is greater than for the en-
thalpy. It is important to note, however, that the magni-
tude of Asy is much smaller than Ahs, and so it is more
difficult to obtain with a high precision.

Conclusions

Monte Carlo simulations have been conducted to com-
pute properties for 1-n-butyl-3-methylimidazolium hex-
afluorophosphate, a widely studied ionic liquid. A modi-
fied united atom forcefield was developed and employed,
and its performance assessed by comparing computed
properties against experimental data. Specifically, vol-
umetric properties such as density, isothermal compress-
ibility and volume expansivity were computed and found
to be in reasonable agreement with recent experimen-
tal data. Henry’s constants as well as the enthalpy and
entropy of absorption for COy were also computed and
compared against experiment. Computed Henry’s con-
stants predict slightly greater solubility of CO5 than what
is observed experimentally, although a near quantitative
agreement is obtained between the computed and exper-
imental enthalpy and entropy of absorption. The per-
formance of this forcefield in predicting volumetric prop-
erties relative to a more detailed all atom model and a
coarser-grained model was also discussed.
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